Three Problems Related to the Eigenvalues of Complex Non-central Wishart Matrices with a Rank-1 Mean
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Abstract

Recently, D. Wang [44] has devised a new contour integral based method to simplify certain matrix integrals. Capitalizing on that approach, we derive a new expression for the probability density function (p.d.f.) of the joint eigenvalues of a complex non-central Wishart matrix with a rank-1 mean. The resulting functional form in turn enables us to use powerful classical orthogonal polynomial techniques in solving three problems related to the non-central Wishart matrix. To be specific, for an $n \times n$ complex non-central Wishart matrix $W$ with $m$ degrees of freedom ($m > n$) and a rank-1 mean, we derive a new expression for the cumulative distribution function (c.d.f.) of the minimum eigenvalue ($\lambda_{\min}$). The c.d.f. is expressed as the determinant of a square matrix, the size of which depends only on the difference $m - n$. This further facilitates the analysis of the microscopic limit for the minimum eigenvalue which takes the form of the determinant of a square matrix of size $m - n$ with the Bessel kernel. We also develop a moment generating function based approach to derive the p.d.f. of the random variable $\frac{\lambda_{\min}}{\lambda_{\min}}$, where $\text{tr}(\cdot)$ denotes the trace of a square matrix. This random quantity is of great importance in the so-called smoothed analysis of Demmel condition number. Finally, we find the average of the reciprocal of the characteristic polynomial $\det[zI_n + W]$, $|\arg z| < \pi$, where $I_n$ and $\det[\cdot]$ denote the identity matrix of size $n$ and the determinant, respectively.

1 Introduction

The eigenvalues of random matrices are known to have far-reaching implications in various scientific disciplines. Finite dimensional properties of the eigenvalues of Wishart type random matrices are of paramount importance in classical multivariate analysis [1, 36], whereas recent multivariate statistical investigations have focused on establishing the asymptotic properties of the eigenvalues [29, 37]. Various links between the eigenvalues of random matrices and statistical physics, combinatorics and integrable systems have been established over the last few decades (see, e.g., [22, 34] and references therein). Apart from these areas, random matrices, especially matrices with complex Gaussian elements, have also found new applications in signal processing and wireless communications [42, 43].

The majority of those studies focus on random matrix ensembles derived from zero mean Gaussian matrices. However, random matrices derived from non-zero mean Gaussian matrices have been traditionally an area of interest in multivariate analysis [1] [14] [28] [36]. Moreover, mathematical objects such as zonal polynomials [27] [28] and hypergeometric
functions of matrix arguments [29, 31] have been introduced in multivariate analysis literature to facilitate further analysis of such non-central random matrices. Interestingly, these non-central matrices have also been referred to as random matrices with external sources in the literature of physics [9, 10, 11, 46]. In this respect, the classical orthogonal polynomial based characterization of the eigenvalues of random matrices [34] has been further extended to encompass multiple orthogonal polynomials in [5, 6]. Alternatively, capitalizing on a contour integral approach due to Kazakov [30], the authors in [4, 9, 10] have introduced a double contour integral representation for the correlation kernel of the eigenvalue point process of non-central random matrices. Some recent contributions on this matter include [3, 23].

One of the salient features common to those latter studies is that they exclusively focus either on spiked correlation or mean model. It is noteworthy that these two models are mathematically related to each other [7]. As we are well aware of, the characterization of the joint eigenvalue distribution of non-central random matrices in involves the hypergeometric function of two matrix arguments [28]. It turns out that one of the argument matrices becomes reduced-rank in the presence of a spiked mean/correlation model. Specifically, when the spike is of rank one, an alternative representation of the hypergeometric function of two matrix arguments has recently been discovered independently by Mo [35], Wang [44] and Onatski [37]. The key contribution amounts to the representation of the hypergeometric function of two matrix arguments with a rank-1 argument matrix in terms of an infinite series involving a single contour integral. This representation has been subsequently used to further characterize the asymptotic behaviors of the eigenvalues of non-central random matrices [35, 44].

In this paper, by employing this alternative contour integral representation, we analyze three problems pertaining to the eigenvalues of a finite dimensional complex non-central Wishart matrix with a rank-1 mean matrix. Let \(0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n\) be the ordered eigenvalues of an \(n \times n\) complex non-central Wishart matrix \(\mathbf{W}\) with \(m\) degrees of freedom and a rank-1 mean. We are interested in the following three problems.

1. The characterization of the cumulative distribution function (c.d.f.) of the minimum eigenvalue of \(\mathbf{W}\) as the determinant of a square matrix, the size of which depends on the difference of the degrees of freedom and \(n\) (i.e., \(m - n\)).

2. The statistical characterization of the random quantity \(\frac{\text{tr}(\mathbf{W})}{\lambda_1}\) with \(\text{tr}(\cdot)\) denoting the trace of a square matrix.

3. The statistical average of the reciprocal of the characteristic polynomial \(\det[z \mathbf{I}_n + \mathbf{W}], |\text{arg } z| < \pi\), with \(\det[\cdot]\) and \(\mathbf{I}_n\) denoting the determinant of a square matrix and the \(n \times n\) identity matrix, respectively.

The first problem has a straightforward solution in the form of the determinant of a square matrix of size \(n \times n\) [33]. This stems from the determinant representation of the hypergeometric function of two matrix arguments due to Khatri [31]. However, in certain cases, it is convenient to have an expression with the determinant of a square matrix of size \(m - n\) (e.g., when \(m = n\)). Therefore, in this work, by leveraging the knowledge of classical orthogonal polynomials, we derive an alternative expression for the c.d.f. of the minimum

\[\text{Here the term “non-central random matrices” refers to non-central Gaussian and Wishart matrices.}\]

\[\text{This is also known as the shifted mean chiral Gaussian ensemble with } \beta = 2 \text{ (i.e., the complex case).}\]
eigenvalue which involves the determinant of a square matrix of size $m - n + 1$. This new form is highly desirable when the difference between $m$ and $n$ is small irrespective of their individual magnitudes. In such a situation, this new expression circumvents the analytical complexities associated with the above straightforward solution which requires to evaluate the determinant of an $n \times n$ square matrix. This key representation, in turn, facilitates the further analysis of the so-called microscopic limit of the minimum eigenvalue (i.e., the limit when $m, n \to \infty$ such that $m - n$ is fixed) which is known to have a determinantal form involving the Bessel kernel [4].

The random quantity of our interest in the second problem is commonly known as the Demmel condition number in the literature of numerical analysis [16]. As opposed to the case corresponding to the central Wishart matrices [36], $\operatorname{tr}(W)$ and $\frac{\lambda_1}{\operatorname{tr}(W)}$ are no longer statistically independent. Furthermore, a direct Laplace transform relationship between $\frac{\lambda_1}{\operatorname{tr}(W)}$ and the probability density of the minimum eigenvalue of $W$ does not seem to exist, whereas such a relationship exists among these random quantities in the case of central Wishart matrices [19, 32]. Therefore, we introduce a moment generating function (m.g.f.) based framework to solve the second problem. In particular, using a classical orthogonal polynomial approach, we derive the m.g.f. of the random variable of our interest in terms of a single integral involving the determinant of a square matrix of size $m - n + 1$. Upon taking the direct Laplace inversion of the m.g.f. we then obtain an exact expression for the probability density function (p.d.f.). The remarkable fact of having the determinant of a square matrix of size $m - n + 1$ makes it suitable to be used when the relative difference between $m$ and $n$ is small. For instance, in the special case of $m = n$, the p.d.f. simplifies to an expression involving a single infinite summation.

A generalized framework based on the duality between certain matrix ensembles has been proposed in [17] to solve certain problems involving the averages of the reciprocals of characteristic polynomials pertaining to non-central Wishart matrices. However, the third problem of our interest does not seem to be consistent with that framework, since the specific parameters associated with our problem do not satisfy the requirements in [17]. Also, it is worth mentioning that this particular problem has not been addressed in a more recent work of Forrester [3] on the averages of characteristic polynomials for shifted mean chiral Gaussian ensembles. Therefore, again following the classical orthogonal polynomial approach, here we derive a new expression for this particular average. The resultant expression turns out to have a single infinite series. This is not surprising, since in the case of a central Wishart matrix the corresponding answer depends only on the number of characteristic polynomials rather than the size of the random matrix [8, 17, 24].

The rest of this paper is organized as follows. We begin in Section 2 by deriving a new p.d.f. for the eigenvalues of a complex non-central Wishart matrix with a rank-1 mean. In Section 3 we use the new joint eigenvalue p.d.f. to derive the c.d.f. of the minimum eigenvalue in terms of the determinant of a square matrix of size $m - n + 1$. Section 4 addresses the problem of statistical characterization of the random quantity $\frac{\operatorname{tr}(W)}{\lambda_1}$ by deriving corresponding m.g.f. and p.d.f. expressions. Section 5 is dedicated to deriving the average of the reciprocal of the characteristic polynomial $\det[zI_n + W]$, $|\arg z| < \pi$.

2 New Joint Density of the Eigenvalues of a Complex Non-central Wishart Matrix with a Rank-1 Mean

Let us first define the p.d.f. of a complex non-central Wishart matrix.
Definition 1 Let $X \in \mathbb{C}^{m \times n}$ be distributed as $CN_{n,m}(M, I_m \otimes I_n)$ where $M \in \mathbb{C}^{n \times n}$ with $m \geq n$. Then $W = X^\dagger X$ has a complex non-central Wishart distribution $\mathcal{W}_n(m, I_n, M^1M)$ with p.d.f.\footnote{Henceforth, we use $(\cdot)^\dagger$ to denote the conjugate transpose of a matrix.}\footnote{The specific definition of the zonal polynomial is not given here as it is not required in the subsequent analysis. More details of the zonal polynomials can be found in \cite{28}.}

\[
f(W) = \frac{e^{-\text{tr}(M^1M)}}{\Gamma_n(m)}|W|^{n-m}e^{-\text{tr}(W)}_0 \tilde{F}_1 \left( m; M^1MW \right)
\]

where $\Gamma_n(m) = \frac{\pi^{m(m-1)}}{\prod_{i=1}^{n} \Gamma(m - i + 1)}$ and $_0 \tilde{F}_1 (\cdot; \cdot)$ denotes the complex hypergeometric function of one matrix argument. In particular, for a Hermitian positive definite $n \times n$ matrix $A$, we have \cite{28}

\[
_0 \tilde{F}_1 (p; A) = \sum_{k=0}^{\infty} \frac{1}{k!} \sum_{\kappa} \frac{C_{\kappa} (A)}{[p]_{\kappa}}
\]

where $C_{\kappa} (\cdot)$ is the complex zonal polynomial\footnote{The specific definition of the zonal polynomial is not given here as it is not required in the subsequent analysis. More details of the zonal polynomials can be found in \cite{28}.} which depends through the eigenvalues of the argument matrix $A$, $\kappa = (k_1, k_2, \ldots, k_n)$, with $k_i$‘s being non-negative integers, is a partition of $k$ such that $k_1 \geq k_2 \geq \ldots \geq k_n \geq 0$ and $\sum_{i=1}^{n} k_i = k$. Also $[n]_{\kappa} = \prod_{i=1}^{n} (n - i + 1)_{k_i}$ with $(a)_n = a(a+1)\ldots(a+n-1)$ denoting the Pochhammer symbol.

The following theorem is due to James \cite{28}.

Theorem 2 The joint density of the ordered eigenvalues $0 < \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n$ of $W$ is given by \cite{28}

\[
f_\Lambda (\lambda_1, \lambda_2, \ldots, \lambda_n) = K_{m,n} e^{-\text{tr}(M^1M)} \Delta_1^2 (\lambda) \prod_{i=1}^{n} \lambda_i^{m-n} e^{-\lambda_i} _0 \tilde{F}_1 \left( m; \Lambda ; M^1M \right)
\]

where

\[
K_{m,n} = \prod_{i=1}^{m} \frac{1}{\Gamma(n - i + 1)}.
\]

$\Lambda = \text{diag}(\lambda)$ with $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n)$ and $\Delta_1 (\lambda) = \prod_{1 \leq i < k \leq n} (\lambda_k - \lambda_i)$. Moreover, $_0 \tilde{F}_1 (\cdot; \cdot)$ denotes the complex hypergeometric function of two matrix arguments. For Hermitian positive definite $n \times n$ matrices $A$ and $B$, we have

\[
_0 \tilde{F}_1 (m; A, B) = \sum_{k=0}^{\infty} \frac{1}{k!} \sum_{\kappa} \frac{C_{\kappa} (A) C_{\kappa} (B)}{[m]_{\kappa} C_{\kappa} (I_n)}.
\]

Now let us focus on simplifying the hypergeometric function in the case of a rank-1 mean matrix (i.e., the matrix $M$ is rank-1). To this end, we expand the hypergeometric function term in (2) to yield

\[
_0 \tilde{F}_1 \left( m; \Lambda ; M^1M \right) = \sum_{k=0}^{\infty} \frac{1}{k!} \sum_{\kappa} \frac{C_{\kappa} (A) C_{\kappa} (M^1M)}{[m]_{\kappa} C_{\kappa} (I_n)}.
\]
partitions of \( k \) having more than one non-zero parts. Therefore, only partitions of the form 
\((k, 0, 0 \cdots, 0)\), which we simply denote by \( k \), contribute to the summation. In light of this 
observation, we can simplify (3) to obtain

\[
\text{0}\text{F}_{1}\left(m; \Lambda, M^\dagger M\right) = \sum_{k=0}^{\infty} \frac{1}{(m)_k k!} \left( \prod_{i=0}^{k-1} \frac{1 + i}{n + i} \right) C_k(\Lambda) \mu^k
\]

where we have used the fact that \( C_k(\Lambda) = \prod_{i=0}^{k-1} n + i \). Now following Wang [41], we have

\[
\frac{1}{k!} \left( \prod_{i=0}^{k-1} 1 + i \right) C_k(\Lambda) = \frac{1}{2\pi i} \oint_0^{\infty} \prod_{j=1}^{n} \frac{1}{(1 - z\lambda_j)} dz
\]

where the contour is taken to be a small circle around 0 with \( \frac{1}{i\pi} (i = 1, 2, \ldots, n) \) being

the exterior of the contour and \( i = \sqrt{-1} \). Substituting (5) back into (4) followed by exchanging

the summation and integral then gives

\[
\text{0}\text{F}_{1}\left(m; \Lambda, M^\dagger M\right) = \frac{1}{2\pi i} \oint_0^{\infty} \prod_{j=1}^{n} \frac{1}{(1 - z\lambda_j)} \sum_{k=0}^{\infty} \frac{1}{(m)_k(n)_k} \frac{\mu^k}{z^{k+1}} dz
\]

where we have used the relation \( \prod_{i=0}^{k-1} (n + i) = (n)_k \). Since there exists an integer \( N \) such

that \( n = N + 1 \), we can rewrite the above equation as

\[
\text{0}\text{F}_{1}\left(m; \Lambda, M^\dagger M\right) = \frac{N!(m-1)!}{2\pi i} \oint_0^{\infty} \prod_{j=1}^{n} \frac{1}{(1 - z\lambda_j)} \left\{ \sum_{k=0}^{\infty} \frac{1}{k!(m-N)_k} \frac{\mu^{k-N}}{z^{k+N+1}} \right\} dz
\]

Clearly, the second summation evaluates to zero, since the integrand is an analytic function.

Therefore, we can further simplify the above equation to yield

\[
\text{0}\text{F}_{1}\left(m; \Lambda, M^\dagger M\right) = \frac{N!(m-1)!}{(m-n)! \mu^N} \frac{1}{2\pi i} \oint_0^{\infty} \prod_{j=1}^{n} \frac{1}{(1 - z\lambda_j)} z^{N-1} \text{0}\text{F}_{1}\left(m - N; \mu/s \right) dz,
\]

from which we obtain after the change of variable

\[
\text{0}\text{F}_{1}\left(m; \Lambda, M^\dagger M\right) = \frac{N!(m-1)!}{(m-n)! \mu^N} \frac{1}{2\pi i} \oint_0^{\infty} \prod_{j=1}^{n} \frac{1}{(s - \lambda_j)} \text{0}\text{F}_{1}\left(m - N; \mu/s \right) ds
\]

where all the \( \lambda_j \)’s except 0 lie inside the contour. Finally, using (6) in (2) gives the new

contour integral representation of the joint p.d.f. of \( \lambda_1, \lambda_2, \ldots, \lambda_n \) as

\[
f_{\Lambda}(\lambda_1, \lambda_2, \ldots, \lambda_n) = K_{m,n} \frac{N!(m-1)!}{(m-n)!} e^{-\mu} \frac{1}{\mu^N} \frac{1}{2\pi i} \oint_0^{\infty} \text{0}\text{F}_{1}\left(m - N; \mu/s \right) \prod_{j=1}^{n} \frac{\lambda_j^{m-n}}{(s - \lambda_j)} e^{-\lambda_j} \Delta_{\Lambda}^2(\Lambda) ds.
\]

One can evaluate the above contour integral to obtain the following new representation for

the distribution of the eigenvalues of \( \mathbf{W} \).
Corollary 3 Let \( W \sim W_n(m, I_n, M' M) \), where \( M \) is rank-1 and \( \text{tr}(M' M) = \mu \). Then the joint density of the eigenvalues of \( W \) is given by

\[
f_{\Lambda}(\lambda_1, \lambda_2, \ldots, \lambda_n) = K_{n,\alpha} e^{-\mu} \prod_{i=1}^{n} \lambda_i^\alpha e^{-\lambda_i} \Delta_2^n(\lambda) \sum_{k=1}^{n} \frac{\text{B}_1(\alpha + 1; \mu \lambda_k)}{\prod_{i=1}^{n} (\lambda_k - \lambda_i)}
\]

where

\[
K_{n,\alpha} = K_{n+\alpha,n} \frac{(n-1)!(n+\alpha-1)!}{\alpha!}
\]

with \( \alpha = m - n \).

Let us now see how to derive a new expression for the c.d.f of the minimum eigenvalue of a complex non-central Wishart matrix with a rank-1 mean starting from the joint p.d.f. given above.

Before proceeding, it is worth mentioning the following preliminary results and definitions.

Definition 4 For \( \rho > -1 \), the generalized Laguerre polynomial of degree \( M \), \( L_{M}^{(\rho)}(z) \), is given by

\[
L_{M}^{(\rho)}(z) = \frac{(\rho + 1)_M}{M!} \sum_{j=0}^{M} \frac{(-M)_j}{(\rho + 1)_j} \frac{z^j}{j!}.
\]

with the kth derivative satisfying

\[
\frac{d^k}{dz^k} L_{M}^{(\rho)}(z) = (-1)^k L_{M-k}^{(\rho+k)}(z).
\]

Also \( L_{M}^{(\rho)}(z) \) satisfies the following contiguous relationship

\[
L_{M}^{(\rho-1)}(z) = L_{M}^{(\rho)}(z) - L_{M-1}^{(\rho)}(z).
\]

Definition 5 For a negative integer \( -M \), we have the following relation

\[
(-M)_j = \begin{cases} (-1)^j \frac{M!}{(M-j)!} & \text{for } j \leq M \\ 0 & \text{for } j > M. \end{cases}
\]

Lemma 6 Following [25, Eq. 7.414.7] and [2, Corollary 2.2.3], for \( j, k \in \{0, 1, 2, \cdots \} \), we can establish

\[
\int_{0}^{\infty} x^j e^{-x} L_{M}^{(k)}(x) dx = \frac{j!}{M!} (k-j)_M.
\]

The following compact notation has been used to represent the determinant of an \( M \times M \) block matrix:

\[
\det [a_{i,j} b_{i,j-1}]_{i,j=1,2,\ldots,M} = \begin{vmatrix} a_{1,1} & b_{1,1} & b_{1,2} & \cdots & b_{1,M-1} \\ a_{2,1} & b_{2,1} & b_{2,2} & \cdots & b_{2,M-1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ a_{M,1} & b_{M,1} & b_{M,2} & \cdots & b_{M,M-1} \end{vmatrix}
\]
3 Cumulative Distribution of the Minimum Eigenvalue

Here we derive a new expression for the c.d.f. of the minimum eigenvalue \( \lambda_{\text{min}} \) of \( W \) with a rank-1 mean.

By definition, the c.d.f. of \( \lambda_{\text{min}} \) is given by

\[
F_{\lambda_{\text{min}}}(x) = \Pr(\lambda_1 < x) = 1 - \Pr(\lambda_1 \geq x) \tag{12}
\]

where

\[
\Pr(\lambda_1 \geq x) = \int_{x \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n < \infty} f_\Lambda(\lambda_1, \lambda_2, \ldots, \lambda_n) \, d\lambda_1 d\lambda_2 \cdots d\lambda_n. \tag{13}
\]

The following theorem gives the c.d.f. of the minimum eigenvalue of \( W \).

**Theorem 7** Let \( W \sim W_n(m, I_n, M^\dagger M) \), where \( M \) is rank-1 and \( \text{tr}(M^\dagger M) = \mu \). Then the c.d.f. of the minimum eigenvalue of \( W \) is given by

\[
F_{\lambda_{\text{min}}}(x) = 1 - (n + \alpha - 1)! \, e^{-nx} \det \left( (-\mu)^{i-1} \psi_i(\mu, x) \, L_{n+i-j}^{(j-2)}(-x) \right)_{i=1,2,\ldots,\alpha+1} \tag{14}
\]

where \( \alpha = m - n \),

\[
\psi_i(\mu, x) = \frac{1}{(\alpha + i + n - 2)!} \sum_{k=0}^{\infty} \frac{(x\mu)^k \, _1F_1(\alpha + k; \alpha + n + i + k - 1; -\mu)}{k!(\alpha + i + n - 1)_k},
\]

and \(_1F_1(a; c; z)\) is the confluent hypergeometric function of the first kind.

**Proof:** Since the joint p.d.f. is symmetric in \( \lambda_1, \lambda_2, \ldots, \lambda_n \), we can write \((13)\) as

\[
\Pr(\lambda_1 \geq x) = \frac{1}{n!} \int_{\lambda_1 > x} f_\Lambda(\lambda_1, \lambda_2, \ldots, \lambda_n) \, d\lambda_1 d\lambda_2 \cdots d\lambda_n
\]

from which we obtain upon using the variable transformations

\[
\Pr(\lambda_1 \geq x) = \frac{1}{n!} \int_{\lambda_1 > x} f_\Lambda(\lambda_1 + x, \lambda_2 + x, \ldots, \lambda_n + x) \, d\lambda_1 d\lambda_2 \cdots d\lambda_n.
\]

Now it is convenient to use \((7)\) to arrive at

\[
\Pr(\lambda_1 \geq x) = \frac{K_{n,\alpha}}{n!} \, \frac{e^{-\mu-nx}}{\mu^{n-1}} \sum_{k=1}^{n} \int_{(0,\infty)^n} \frac{0F_1(\alpha+1; \mu(\lambda_k+x))}{\prod_{i \neq k}(\lambda_k - \lambda_i)} \times \prod_{i=1}^{n}(\lambda_i + x)^\alpha e^{-\lambda_i} \Delta_n^2(\lambda) \, d\lambda_1 d\lambda_2 \cdots d\lambda_n. \tag{15}
\]

Since each term in the above summation contributes the same amount, we may write \((15)\) as

\[
\Pr(\lambda_1 \geq x) = \frac{K_{n,\alpha}}{(n-1)!} \, \frac{e^{-\mu-nx}}{\mu^{n-1}} \int_{(0,\infty)^n} \frac{0F_1(\alpha+1; \mu(\lambda_1+x))}{\prod_{i=2}(\lambda_1 - \lambda_i)} \times \prod_{i=1}^{n}(\lambda_i + x)^\alpha e^{-\lambda_i} \Delta_n^2(\lambda) \, d\lambda_1 d\lambda_2 \cdots d\lambda_n.
\]
Noting the fact that
\[ \Delta_2^2(\Lambda) = \prod_{i=2}^{n}(\lambda_1 - \lambda_i)^2 \Delta_{n-1}^2(\Lambda) \]
with \( \Delta_{n-1}^2(\Lambda) = \prod_{2 \leq k < j \leq n}(\lambda_j - \lambda_k)^2 \), we can rewrite the above multiple integral after some algebraic manipulation as
\[
\Pr(\lambda_1 \geq x) = \frac{\mathcal{K}_{n,\alpha}}{(n-1)!} \frac{e^{-\mu - nx}}{\mu^{n-1}} \int_{0,\infty}^{} 0F_1(\alpha + 1; \mu(\lambda + x))(\lambda + x)^{\alpha} e^{-\lambda} \times (-1)^{(n-1)\alpha} Q_{n-1}(\lambda, -x, \alpha) d\lambda
\]

where
\[ Q_n(a, b, \alpha) := \int_{(0,\infty)^n} \prod_{i=1}^{n} (a - y_i)(b - y_i)^{\alpha} e^{-\gamma \Delta_n^2(y)} dy_1 dy_2 \cdots dy_n. \]

As shown in the Appendix, we can solve the above multiple integral in closed form giving
\[ Q_n(a, b, \alpha) = \frac{\mathcal{K}_{n,\alpha}}{(b - a)^{\alpha}} \det [L_{n+i-1}^{(0)}(a) \ L_{n+i+1-j}^{(j-2)}(b)]_{i=1,2,\ldots,\alpha+1 \ j=2,3,\ldots,\alpha+1} \]

where
\[ \mathcal{K}_{n,\alpha} = \frac{(-1)^{n+\alpha(n+\alpha)}}{\alpha!} \prod_{i=1}^{n} (n + i - 1)! \prod_{i=0}^{n-1} i!(i + 1)! \]

Therefore, using (18) in (16) with some algebraic manipulation, we have
\[
\Pr(\lambda_1 \geq x) = (-1)^{n+1} \frac{(n + \alpha - 1)!}{\alpha!} \frac{e^{-\mu - nx}}{\mu^{n-1}} \int_{0}^{\infty} 0F_1(\alpha + 1; \mu(\lambda + x)) e^{-\lambda} \times \det [L_{n+i-2}^{(0)}(\lambda) \ L_{n+i-j}^{(j-2)}(-\lambda)]_{i=1,2,\ldots,\alpha+1 \ j=2,3,\ldots,\alpha+1} d\lambda.
\]

Observing that only the first column of the determinant contains the variable \( \lambda \), we can further simplify the above integral to yield
\[
\Pr(\lambda_1 \geq x) = (-1)^{n+1} \frac{(n + \alpha - 1)!}{\alpha!} \frac{e^{-\mu - nx}}{\mu^{n-1}} \det \left[ \zeta_i(x) \ L_{n+i-2}^{(0)}(-\lambda) \right]_{i=1,2,\ldots,\alpha+1 \ j=2,3,\ldots,\alpha+1}
\]

where
\[ \zeta_i(x) = \int_{0}^{\infty} 0F_1(\alpha + 1; \mu(\lambda + x)) e^{-\lambda} L_{n+i-2}^{(0)}(\lambda) d\lambda. \]
The remaining task is to evaluate the above integral, which does not seem to have a simple closed-form solution. Therefore, we expand the hypergeometric function with its equivalent power series and use some algebraic manipulation to arrive at

\[
\zeta_i(x) = \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \frac{\mu^{l+k} x^k}{k!(\alpha + 1)_{l+k}} \int_0^{\infty} \lambda^{l+1} e^{-\lambda} L_n^{(0)}(\lambda) d\lambda.
\]

This integral can be solved with the help of Corollary 6 to yield

\[
\zeta_i(x) = \sum_{l=0}^{\infty} \sum_{k=0}^{\infty} \frac{(-l)_{n+i-2}}{k!(\alpha + 1)_{l+k}} \Gamma(l+1) \Gamma(n+i-k+1) \cdot \frac{\mu^{l+k} x^k}{k!(\alpha + 1)_{l+k}} \cdot \frac{\mu^{l+k} x^k}{k!(\alpha + 1)_{l+k}} \cdot \Gamma(l+1) \Gamma(n+i-k+1)
\]

Following (11), we observe that the quantity \((-l)_{n+i-2}\) is non-zero only when \(l \geq n+i-2\). Therefore, we shift the summation index \(l\) with some algebraic manipulation to yield

\[
\zeta_i(x) = (-1)^{n+i} \mu^{n+i-2} \frac{\alpha!}{(n+i+\alpha-2)!} \sum_{k=0}^{\infty} \frac{(x\mu)^k}{k!(n+i+\alpha-1)_k} \cdot \Gamma(l+1) \Gamma(n+i-k+1) \cdot \frac{\mu^{l+k} x^k}{k!(\alpha + 1)_{l+k}} \cdot \Gamma(l+1) \Gamma(n+i-k+1)
\]

where we have used the relation

\[
\gamma(l+1) = (\alpha + i + n + k - 1)! (\alpha + i + n + k - 1)! \Gamma(l+1) \Gamma(n+i-k+1)
\]

Substituting (20) back into (19) with some algebra then gives

\[
\Pr(\lambda_1 \geq x) = (n + \alpha - 1)! e^{-nx} \det \left[ (-\mu)^{i-1} \psi_i(\mu, x) \cdot L_n^{(j-2)}(-x) \right]_{i=1,2,\ldots,\alpha+1}^{j=2,3,\ldots,\alpha+1}
\]

where we have used the Kummer relation [20]

\[
\Gamma(a; c, x, y) = e^x \Gamma(1; c, x, y)
\]

Finally, using (21) in (12) gives the c.d.f. of the minimum eigenvalue which concludes the proof.

**Remark 8** Alternatively, we can express \(\psi_i(\mu, x)\) as

\[
\psi_i(\mu, x) = \frac{e^{-\mu}}{(\alpha + i + n - 2)!} \Phi_3(n+i-1, n+i+1; \mu, x\mu)
\]

where

\[
\Phi_3(a, c; x, y) = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \frac{(a)_i}{(c)_{i+j} i! j!} x^i y^j
\]

is the confluent hypergeometric function of two variables [20, Eq. 5.7.1.23].

In the special case of \(\alpha = 0\) (i.e., \(m = n\)), (14) admits the following simple form

\[
F_{\lambda_{\min}}(x) = 1 - e^{-nx} \sum_{k=0}^{\infty} \frac{(x\mu)^k}{k!(n)_k} \cdot \Gamma(l+1) \Gamma(n+i-k+1) \cdot \frac{\mu^{l+k} x^k}{k!(\alpha + 1)_{l+k}} \cdot \Gamma(l+1) \Gamma(n+i-k+1)
\]

where

\[
\Phi_3(a, c; x, y) = e^x \Gamma(1; c, x, y)
\]

is the confluent hypergeometric function of two variables [20, Eq. 5.7.1.23].

In the special case of \(\alpha = 0\) (i.e., \(m = n\)), (14) admits the following simple form

\[
F_{\lambda_{\min}}(x) = 1 - e^{-nx} \sum_{k=0}^{\infty} \frac{(x\mu)^k}{k!(n)_k} \cdot \Gamma(l+1) \Gamma(n+i-k+1) \cdot \frac{\mu^{l+k} x^k}{k!(\alpha + 1)_{l+k}} \cdot \Gamma(l+1) \Gamma(n+i-k+1)
\]

where

\[
\Phi_3(a, c; x, y) = e^x \Gamma(1; c, x, y)
\]

is the confluent hypergeometric function of two variables [20, Eq. 5.7.1.23].

In the special case of \(\alpha = 0\) (i.e., \(m = n\)), (14) admits the following simple form

\[
F_{\lambda_{\min}}(x) = 1 - e^{-nx} \sum_{k=0}^{\infty} \frac{(x\mu)^k}{k!(n)_k} \cdot \Gamma(l+1) \Gamma(n+i-k+1) \cdot \frac{\mu^{l+k} x^k}{k!(\alpha + 1)_{l+k}} \cdot \Gamma(l+1) \Gamma(n+i-k+1)
\]

where

\[
\Phi_3(a, c; x, y) = e^x \Gamma(1; c, x, y)
\]
which coincides with what we have derived in [18, Eq. 32/39] purely based on a matrix integral approach.

In addition, it is not difficult to show that, for \( \mu = 0 \), (14) simplifies to
\[
F_{\lambda_{\min}}(x) = 1 - e^{-nx} \det \left[ L_{n+i-j}^{(j-1)}(-x) \right]_{i,j=1,2,\ldots,\alpha}.
\]

Remark 9 Although we can show that the microscopic limit of the above expression (14) for the c.d.f of the minimum eigenvalue takes the form of a determinant of size \( \alpha \) involving the Bessel kernel, we omit a detailed analysis here as this particular asymptotic limit is well known in the literature [4].

Having analyzed the behavior of the minimum eigenvalue of \( W \), let us now move on to determine the distribution of the random variable \( \frac{\text{tr}(W)}{\lambda_1} \).

4 The Distribution of \( \frac{\text{tr}(W)}{\lambda_1} \)

Here we study the distribution of the quantity
\[
V = \frac{\text{tr}(W)}{\lambda_1} = \sum_{j=1}^{n} \frac{\lambda_j}{\lambda_1}.
\]

It turns out that this quantity is intimately related to the distribution of the minimum eigenvalue of \( W \) given the constraint \( \text{tr}(W) = 1 \) (i.e., fixed trace) [13]. To be precise, the latter is distributed as \( \frac{1}{V} \). Apart from that, the most notable application of the distribution of \( V \) is the so-called “smoothed analysis of condition numbers” [39]. For a given function \( g : \mathbb{C}^{m \times n} \rightarrow \mathbb{R}_+ \) (e.g., the 2-norm condition number), \( A \sim \mathcal{CN}_{m,n}(M, \sigma^2 I_m \otimes I_n) \) with \( 0 < \sigma \leq 1 \) and \( M \in \mathbb{C}^{m \times n} \) being arbitrary such that either \( \text{tr}(M^*M) = 1 \) or \( ||M||_2 \leq \sqrt{n} \) is satisfied, under the smoothed analysis framework, a typical problem is to study the behavior of
\[
\sup_M E_A (g(A))
\]
where \( E_A (\cdot) \) and \( || \cdot ||_2 \) denote the mathematical expectation with respect to \( A \) and the 2-norm, respectively. For mathematical tractability, sometimes it is assumed that the matrix \( M \) is of rank one [15]. Bounds on the quantity (26) have been derived in the literature when \( g(A) \) defines various condition numbers (see, e.g., [38] [15] [12] and references therein). Among those condition numbers, the one introduced by James Demmel [16] plays an important role in understanding the behaviors of other condition numbers arising in different contexts. For a rectangular matrix \( X \in \mathbb{C}^{m \times n} \), the function \( g \) defined by [15]
\[
g(X) = ||X||_F ||X^*||_2
\]
with \( || \cdot ||_F \) denoting the Frobenius norm and \( X^* \) denoting the Moore-Penrose inverse, gives the Demmel condition number. In particular, for the matrix of our interest \( X \sim \mathcal{CN}_{m,n}(M, I_m \otimes I_n) \) with \( m \geq n \), (27) specializes to
\[
g(X) = \frac{\sum_{j=1}^{n} \lambda_j}{\lambda_1} = V
\]

Since the results given in [18] are valid for an arbitrary covariance matrix with \( \alpha = 0 \), one has to assume the identity covariance to obtain the above results.

This is the extension of the condition number definition given in [12] to \( m \times n \) rectangular matrices.
where \( \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \) are the ordered eigenvalues of \( W = X^\top X \). In light of these developments we can clearly see that the distribution of \( V \) is of great importance in performing the smoothed analysis on the Demmel condition number.

Having understood the importance of the variable \( V \) in (25), we now focus on deriving its p.d.f when the matrix \( W \) has a rank-1 mean. For this purpose, here we adopt an approach based on the m.g.f. of \( V \). We have the following key result.

**Theorem 10** Let \( W \sim W_n \left( m, I_n, M^\top M \right) \), where \( M \) is rank-1 and \( \text{tr}(M^\top M) = \mu \). Then the p.d.f. of \( V \) is given by

\[
f^{(\alpha)}_V(v) = (n - 1)! e^{-\mu} v^{n(\alpha + 1)} \mathcal{L}^{-1} \left\{ \frac{e^{-ns}}{s(n-1)(\alpha+n+1)} \frac{1}{\lambda} \left[ \left( -\frac{\mu}{sv} \right)^{i-1} \phi_i(\mu, s, v) \right] \right\}
\]

where

\[
\phi_i(\mu, s, v) = \sum_{k=0}^{\infty} \frac{a_i(k)}{k!} \left( \frac{\mu}{sv} \right)^k F_1 \left( n^2 + \alpha n + k - 1; n + i + k + \alpha - 1; \frac{\mu}{v} \right)
\]

\[
a_i(k) = (n + i - 1) \frac{(n^2 + \alpha n + i - 2)! (n+i)(n+i-2)(n^2+\alpha n+i-1)}{(n+i+\alpha-2)! (n+i+\alpha-1)k}
\]

and \( \mathcal{L}^{-1}(\cdot) \) denotes the inverse Laplace transform.

**Proof:** By definition, the m.g.f. of \( V \) can be written as

\[
\mathcal{M}_V(s) = \mathbb{E}_\Lambda \left( e^{-\sum_{i=1}^{n} \frac{\lambda_i}{\lambda_1}} \right), \quad \Re(s) \geq 0
\]

which has the following multiple integral representation

\[
\mathcal{M}_V(s) = e^{-s} \int_{0 \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n < \infty} e^{-\sum_{i=1}^{n} \frac{\lambda_i}{\lambda_1}} f_\Lambda(\lambda_1, \lambda_2, \ldots, \lambda_n) d\lambda_1 d\lambda_2 \cdots d\lambda_n.
\]

Since the argument of the exponential function is symmetric in \( \lambda_2, \cdots, \lambda_n \), it is convenient to introduce the substitution \( \lambda_1 = x \) and rewrite the multiple integral, keeping the integration with respect to \( x \) last, as

\[
\mathcal{M}_V(s) = e^{-s} \int_{0}^{\infty} \int_{x \leq \lambda_2 \leq \cdots \leq \lambda_n < \infty} e^{-\sum_{i=1}^{n} \frac{\lambda_i}{x}} f_\Lambda(x, \lambda_2, \cdots, \lambda_n) d\lambda_2 \cdots d\lambda_n dx.
\]

To be consistent with the above setting, we may restructure the joint p.d.f. of \( \Lambda \) given in (7) as

\[
f_\Lambda(x, \lambda_2, \cdots, \lambda_n) = K_n, \alpha e^{-\mu} x^\alpha e^{-x} \prod_{i=2}^{n} \lambda_i^\alpha e^{-\lambda_i} (x - \lambda_i)^2 \Delta_{n-1}^2(\lambda)
\]

\[
\times \left( \begin{array}{c} \frac{0 F_1 (\alpha + 1; \mu x)}{\prod_{i=2}^{n} (x - \lambda_i)} + \sum_{k=2}^{n} \frac{0 F_1 (\alpha + 1; \mu \lambda_k)}{(\lambda_k - x) \prod_{i=2, i \neq k}^{n} (\lambda_k - \lambda_i)} \end{array} \right)
\]

\[ (30) \]
where we have used the decomposition $\Delta_{n-1}^2(\lambda) = (x - \lambda_i)^2 \Delta_{n-1}^2(\lambda)$. Now we use (30) in (29) with some algebraic manipulation to obtain

$$\mathbf{M}_V(s) = \mathbf{P}(s) + \mathbf{S}(s)$$

(31)

where

$$\mathbf{P}(s) = K_{n,a} \frac{e^{-\mu-s}}{\mu^{n-1}} \int_0^\infty e^{-x} \sum_{\alpha} \alpha \mathbf{F}_1(\alpha + 1; \mu x)$$

$$\times \left( \int_{x \leq \lambda_2 \leq \cdots \leq \lambda_n} \prod_{i=2}^n e^{-(1+\mu)\lambda_i} \lambda_i^\alpha (x - \lambda_i) \Delta_{n-1}^2(\lambda) d\lambda_2 \cdots d\lambda_n \right) dx$$

(32)

and

$$\mathbf{S}(s) = K_{n,a} \frac{e^{-\mu-s}}{\mu^{n-1}} \int_0^\infty e^{-x} \sum_{\alpha} \alpha \mathbf{F}_1(\alpha + 1; \mu \lambda_k)$$

$$\times \left( \int_{x \leq \lambda_2 \leq \cdots \leq \lambda_n} \prod_{i=2}^n (\lambda_k - x) \prod_{i \neq k} (\lambda_i - \lambda_k)$$

$$\times \prod_{i=2}^n \lambda_i^\alpha e^{-\lambda_i} (x - \lambda_i)^2 \Delta_{n-1}^2(\lambda) d\lambda_2 \cdots d\lambda_n \right) dx.$$  

(33)

The remainder of this proof is focused on evaluating the above two multiple integrals. Since the two integrals do not share a common structure, in what follows, we will evaluate them separately.

Let us begin with (32). Clearly, the inner multiple integral is symmetric in $\lambda_2, \cdots, \lambda_n$. Thus, we can remove the ordered region of integration to yield

$$\mathbf{P}(s) = \frac{K_{n,a} e^{-\mu-s}}{(n-1)! \mu^{n-1}} \int_0^\infty e^{-x} x^\alpha \mathbf{F}_1(\alpha + 1; \mu x)$$

$$\times \left( \int_{x,\infty} \prod_{i=2}^n e^{-(1+\mu)\lambda_i} \lambda_i^\alpha (x - \lambda_i) \Delta_{n-1}^2(\lambda) d\lambda_2 \cdots d\lambda_n \right) dx.$$

Now we apply the change of variables $y_{i-1} = \frac{(x+s)}{x} (\lambda_i - x)$, $i = 2, 3, \cdots, n$, to the inner $(n-1)$ fold integral with some algebraic manipulation to obtain

$$\mathbf{P}(s) = (-1)^{(n-1)(1+\alpha)} \frac{K_{n,a} e^{-\mu-s n}}{(n-1)! \mu^{n-1}} \int_0^\infty e^{-nx} x^{n(1+\alpha)} \mathbf{F}_1(\alpha + 1; \mu x)$$

$$\times \left( \int_{\lambda_{i-1},\infty} \prod_{i=2}^n e^{-(1+\mu)\lambda_i} \lambda_i^\alpha (x - \lambda_i) \Delta_{n-1}^2(\lambda) d\lambda_2 \cdots d\lambda_n \right) dx.$$

(34)

R_n(a, \alpha) = \int_{[0, \infty]^n} \prod_{i=1}^n e^{-y_i \alpha} (a - y_j)^\alpha \Delta_n^2(y) dy_1 dy_2 \cdots dy_n.$$

Following Section 22.2.2, we can solve the above integral to yield

$$R_n(a, \alpha) = (-1)^{n\alpha} \prod_{j=0}^{n-1} (j + 1)! \prod_{i=0}^{\alpha-1} \frac{(n+j)!}{j! \det [L_{n+i-j}(a)]}_{i,j=1,2,\cdots,\alpha}.$$  

Specific steps pertaining to this evaluation are not given here as the detailed steps of solving an analogous integral have been given in [17].
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Therefore, we obtain
\[
\Psi(s) = (-1)^{(n-1)(n-1)!} e^{-\mu s n} \frac{e^{-\mu - s n}}{\alpha!} \frac{\mu^{n-1}}{\int_0^\infty e^{-nx} x^{n-1}} \frac{0 F_1 (\alpha + 1; \mu x)}{(x + s)^{(n+\alpha)(n-1)}} \det \left[ I_{n+i-j-1}(-x - s) \right]_{i,j=1,2,\ldots,\alpha} \text{ d}x.
\]
(35)

Although further manipulation in this form is feasible, it is convenient to leave the solution in the current form. Next we focus on solving the multiple integral given (33).

By symmetry, we convert the ordered region of integration in (33) to an unordered region to yield
\[
\mathcal{G}(s) = \frac{K_{n,\alpha}}{(n-1)!} e^{-\mu - s} \int_0^\infty e^{-x} x^{\alpha} \left( \int_{[x,\infty)^{n-1}} \frac{0 F_1 (\alpha + 1; \mu \lambda_k)}{(\lambda_k - x) \prod_{i=2}^n (\lambda_k - \lambda_i)} \right.
\]
\[
\times \prod_{i=2}^n \lambda_i^\alpha e^{-\lambda_i (x - \lambda_i)^2 \Delta^2_{n-1}(\lambda)} d\lambda_2 \cdots d\lambda_n \text{ d}x.
\]

Since each term in the above summation contributes the same amount, we can further simplify the multiple integral giving
\[
\mathcal{G}(s) = \frac{K_{n,\alpha}}{(n-2)!} e^{-\mu - s} \int_0^\infty e^{-x} x^{\alpha} \left( \int_{[x,\infty)^{n-1}} \frac{0 F_1 (\alpha + 1; \mu \lambda_2)}{(\lambda_2 - x) \prod_{i=3}^n (\lambda_2 - \lambda_i)} \right.
\]
\[
\times \prod_{i=2}^n \lambda_i^\alpha e^{-\lambda_i (x - \lambda_i)^2 \Delta^2_{n-1}(\lambda)} d\lambda_2 \cdots d\lambda_n \text{ d}x,
\]
from which we obtain after using the decomposition \( \Delta^2_{n-1}(\lambda) = \prod_{j=3}^n (\lambda_2 - \lambda_j)^2 \Delta^2_{n-2}(\lambda) \),
\[
\mathcal{G}(s) = \frac{K_{n,\alpha}}{(n-2)!} e^{-\mu - s} \int_0^\infty e^{-x} x^{\alpha} \left\{ \int_x^\infty \lambda_2^\alpha (\lambda_2 - x) 0 F_1 (\alpha + 1; \mu \lambda_2) e^{-(1 + \frac{x}{\lambda_2}) \lambda_2} \right.
\]
\[
\times \left( \int_{[x,\infty)^{n-2}} \prod_{i=3}^n \lambda_i^\alpha e^{-(1 + \frac{x}{\lambda_i}) \lambda_i (\lambda_2 - \lambda_i)^2 \Delta^2_{n-2}(\lambda)} d\lambda_3 \cdots d\lambda_n \right) \text{ d}\lambda_2 \right\} \text{ d}x.
\]

Now we apply the variable transformations
\[
y = \lambda_2 - x
\]
\[
y_{i-2} = \frac{(x + s)}{x} (\lambda_i - x), \quad i = 3, 4, \ldots, n
\]
in the above multiple integral to yield
\[
\mathcal{G}(s) = (-1)^{n\alpha} \frac{K_{n,\alpha}}{(n-2)!} e^{-\mu - s n} \frac{e^{-\mu - s n}}{\alpha!} \frac{\mu^{n-1}}{\int_0^\infty e^{-nx} x^{\alpha} \left( \int_0^\infty \frac{y(y + x)^\alpha e^{-(1 + \frac{x}{\lambda_2}) \lambda_2} \right. \right.
\]
\[
\times \left. 0 F_1 (\alpha + 1; \mu (y + x)) T_{n-2} \left( y \left( 1 + \frac{s}{x} \right), -s - x, \alpha \right) \text{ d}y \right\} \text{ d}x
\]
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where

$$T_n (a, b, \alpha) := \int_{(0, \infty)^n} \prod_{i=1}^n (a - y_i)(b - y_i)^a e^{-y_i} y_1^\alpha \Delta_n^2 (y) dy_1 dy_2 \cdots dy_n.$$  \hspace{1cm} (36)

It is not difficult to observe that \(T_n (a, b, \alpha)\) and \(Q_n (a, b, \alpha)\) defined in (17) share a common structure up to a certain Laguerre weight. Therefore, we can readily follow similar arguments as shown in the Appendix with the modified monic orthogonal polynomials given by \(P_k (x) = (-1)^k k! L_k^{(2)} (x)\) to arrive at

$$T_n (a, b, \alpha) := \frac{(-1)^{n+\alpha(n+\alpha)} \tilde{K}_{n, \alpha}}{(b - a)^\alpha} \det \left[ L_{n+i-1}^{(2)} (a) \ L_{n+i+1-j}^{(j)} (b) \right]_{i=1, 2, \ldots, \alpha+1 \atop j=2, 3, \ldots, \alpha+1}$$

where

$$\tilde{K}_{n, \alpha} = \frac{\prod_{j=1}^{\alpha+1} (a + j - 1) ! \prod_{j=0}^{n-1} (j + 1) ! (j + 2) !}{\prod_{j=0}^{\alpha-1} j !}.$$  \hspace{1cm} (37)

This in turn gives

$$\mathcal{G}(s) = (-1)^n \frac{(n - 1) ! e^{-\mu - sn}}{\alpha ! \mu^{n-1}} \int_0^\infty \frac{e^{-sx} x^\alpha}{(1 + \frac{s}{x})^{n+1}} \left\{ \int_0^\infty ye^{-(1 + \frac{s}{x})} y F_1 (\alpha + 1; \mu(y + x)) \right\}$$

$$\times \det \left[ L_{n+i-3}^{(2)} (y \left(1 + \frac{s}{x}\right)) \ L_{n+i-1-j}^{(j)} (-x - s) \right]_{i=1, 2, \ldots, \alpha+1 \atop j=2, 3, \ldots, \alpha+1} \ dx$$

from which we obtain after the variable transformation \(y \left(1 + \frac{s}{x}\right) = t\)

$$\mathcal{G}(s) = (-1)^n \frac{(n - 1) ! e^{-\mu - sn}}{\alpha ! \mu^{n-1}} \int_0^\infty \frac{e^{-sx} x^\alpha}{(1 + \frac{s}{x})^{n+1}}$$

$$\times \det \left[ \varrho_i (s, x) \ L_{n+i-1-j}^{(j)} (-x - s) \right]_{i=1, 2, \ldots, \alpha+1 \atop j=2, 3, \ldots, \alpha+1} \ dx  \hspace{1cm} (38)$$

where

$$\varrho_i (s, x) = \int_0^\infty te^{-t} \varrho_0 F_1 \left( \alpha + 1; \mu \left( x + \frac{t}{1 + \frac{s}{x}} \right) \right) L_{n+i-3}^{(2)} (t) \ dt$$  \hspace{1cm} (39)

and we have used the fact that only the first column of the determinant depends through the variable \(t\). The integral in (39) does not seem to have a simple closed form solution. Therefore, to facilitate further analysis, we write the hypergeometric function with its equivalent power series expansion and use Lemma [E] to arrive at

$$\varrho_i (s, x) = \frac{1}{(n + i - 3) !} \sum_{p=0}^\infty \frac{\mu^{p+1} x^{p}(k + 1) ! (1 - k)_{n+i-3}}{k ! (p + k) ! (\alpha + 1)_p} \left(1 + \frac{s}{x}\right)^k$$

$$= \frac{1}{(n + i - 3) !} \sum_{k=0}^\infty \frac{\mu^{p+1} x^{p}(k + 1) ! (1 - k)_{n+i-3}}{k ! (\alpha + 1)_p} \left(1 + \frac{s}{x}\right)^k.$$
The behavior of the Pochhammer symbol \((1 - k)_{n+i-3}\) with respect to \(l\) deserves a special attention at this juncture. As such, we can observe that

\[
(1 - k)_{n+i-3} = \begin{cases} 
(n + i - 3)! & \text{for } k = 0 \\
0 & \text{for } k = 1 \\
(1 - k)_{n+i-3} & \text{for } k \geq 2,
\end{cases}
\]

which enables us to decompose the terms corresponding to the summation index \(k\) into two parts. As a result, after some algebra, we obtain

\[
g_i(s, x) = {}_0F_1(\alpha + 1; \mu x) + \frac{\sigma_i(s, x)}{(n + i - 3)!},
\]

where

\[
\sigma_i(s, x) = \sum_{k=0}^{\infty} \sum_{p=0}^{\infty} \frac{\mu^{p+k+2}x^p(k + 3)!}{(k + 2)!p!(\alpha + 1)_{p+k+2}} \frac{(-1 - k)_{n+i-3}}{(1 + \frac{s}{x})^{k+2}}.
\]

Now we substitute (40) into (38) and further simplify the resultant determinant using the multilinear property to obtain

\[
\mathcal{G}(s) = (-1)^n \frac{(n - 1)!}{\alpha!} e^{-\frac{\mu - s n}{\mu n - 1}} \int_0^\infty e^{-\frac{\mu - s n}{(n+\alpha-1)}} \frac{{}_0F_1(\alpha + 1; \mu x)}{(x + s)^{(n-1)(\alpha+n)}} \times \det \left[ 1 \ L_{n+i-1-j}^{(j)}(-x - s) \right]_{i=1,2,\ldots,\alpha+1}^{j=2,3,\ldots,\alpha+1} dx
\]

\[+ (-1)^n \frac{(n - 1)!}{\alpha!} e^{-\frac{\mu - s n}{\mu n - 1}} \int_0^\infty \frac{e^{-\frac{\mu - s n}{x\alpha}}}{(1 + \frac{s}{x})^{(n-1)(\alpha+n)}} \times \det \left[ \frac{\sigma_i(s, x)}{(n + i - 3)!} \ L_{n+i-1-j}^{(j)}(-x - s) \right]_{i=1,2,\ldots,\alpha+1}^{j=2,3,\ldots,\alpha+1} dx.
\]

Let us now focus on further simplification of the determinant in the first integral. To this end, we apply the row operation, \(i\)th row \(\to i\)th row + \((-1)(i-1)\)th row on each row for \(i = 2, 3, \ldots, \alpha + 1\) and expand the resultant determinant using its first column to obtain

\[
\det \left[ 1 \ L_{n+i-1-j}^{(j)}(-x - s) \right]_{i=1,2,\ldots,\alpha+1}^{j=2,3,\ldots,\alpha+1} = \det \left[ L_{n+i-1-j}^{(j)}(-x - s) \right]_{i,j=1,2,\ldots,\alpha}
\]

where we have used the contiguous relation given in (10). Therefore, in view of (35), we can clearly identify the first term in (42) as \(-\mathcal{M}(s)\). This key observation along with (31) gives

\[
\mathcal{M}(s) = (-1)^n \frac{(n - 1)!}{\alpha!} e^{-\frac{\mu - s n}{\mu n - 1}} \int_0^\infty \frac{e^{-\frac{\mu - s n}{x\alpha}}}{(1 + \frac{s}{x})^{(n-1)(\alpha+n)}} \times \det \left[ \frac{\sigma_i(s, x)}{(n + i - 3)!} \ L_{n+i-1-j}^{(j)}(-x - s) \right]_{i=1,2,\ldots,\alpha+1}^{j=2,3,\ldots,\alpha+1} dx.
\]
The remaining task at hand is to further simplify \( \sigma_i(s, x) \) given in (11). To this end, following (11), we find that \((-1 - k)_{n+i-3}\) is non-zero for \(k \geq n + i - 4\). Therefore, we shift the index \(k\) with some algebraic manipulation to obtain the m.g.f. of \(V\) as

\[
\mathfrak{M}_V(s) = (n - 1)!e^{-\mu - sn}\int_0^\infty \frac{e^{-x_n(x)n(a-1)}}{(x + s)(n-1)(n+a+1)} e^{-x_n(x)n(a-1)}
\]

\[
\times \det \left[ -\frac{\mu x}{x + s} \right]^{-1} \vartheta_i(x, \mu, x + s) L_{n+i-1-j}^{(j)}(-x - s) \right] dx \quad (44)
\]

where

\[
\vartheta_i(w, z) = \frac{(n + i - 1)!}{(n + \alpha + i - 2)!} \sum_{k=0}^\infty \frac{(n + i)_k(n + i - 2)_k}{k!(\alpha + n + i - 1)_k(n + i - 1)_k} w^k.
\]

Finally, we take the inverse Laplace transform of the above to yield the p.d.f. of \(V\) which concludes the proof.

Although further simplification of (28) seems intractable for general matrix dimensions \(m\) and \(n\), we can obtain a relatively simple expression in the important case of square matrices (i.e., \(m = n\)), which is given in the following corollary.

**Corollary 11** For \(\alpha = 0\), (28) becomes

\[
f_V^{(0)}(v) = n(n^2 - 1)e^{-\mu(v - n)} n^2 - 2v - n^2
\]

\[
\times \sum_{k=0}^\infty \frac{(n^2)_k}{(n)_k k!} \left( \frac{\mu}{v} \right)^k \binom{3}{3} F_3 \left( \binom{n + 1, n - 1, n^2 + k; n + k, n^2 - 1; \mu \left( 1 - \frac{n}{v} \right) }{H(v - n)} \right)
\]

where \(H(z)\) denotes the unit step function and \(3 F_3(a_1, a_2, a_3; c_1, c_2, c_3; z)\) is the generalized hypergeometric function [22].

It is also worth pointing out that, for \(\mu = 0\) (i.e., when the matrix \(W\) is a central Wishart matrix), (28) simplifies to

\[
f_V^{(\alpha)}(v) = \frac{n!(n^2 + na - 1)!}{(n + \alpha - 1)!v^{(n+a)}} L^{-1} \left\{ \frac{e^{-ns}}{s(n-1)(n+a+1)} \det \left[ L_{n+i-1-j}^{(j+1)}(-s) \right]_{i,j=1,2,\ldots,a} \right\}
\]

which coincides with the corresponding result given in [19, Corollary 3.2].

### 5 The Average of the Reciprocal of a Certain Characteristic Polynomial

Here we consider the problem of determining the average of the reciprocal of a certain characteristic polynomial with respect to a complex non-central Wishart density with a rank one mean. It is noteworthy that this particular problem corresponding to complex central Wishart matrices has been solved in [34, 24]. A general framework to derive such averages based on duality relations has been proposed in [17]. However, the duality relation given in [17, Proposition 8] does not seem to apply here, since the stringent technical requirements for the validity of that formula are not satisfied by the parameters in our model of interest.
Moreover, this particular case has not been considered in a recent detailed analysis on the averages of characteristic polynomials for Gaussian and Chiral Gaussian matrices with an external source [23]. Therefore, in what follows, we derive the average of one of the basic forms of the reciprocal of the characteristic polynomial. The most general form, however, is not investigated here.

Let us consider the following average

\[ \mathbb{E}_W \left( \frac{1}{\det[zI_n + W]} \right) = \mathbb{E}_\Lambda \left( \prod_{j=1}^{n} \frac{1}{z + \lambda_j} \right), \quad |\arg z| < \pi, \quad (47) \]

the value of which is given in the following theorem.

**Theorem 12** Let \( W \sim W_n(m, I_n, M^\dagger M) \), where \( M \) is rank-1 and \( \text{tr}(M^\dagger M) = \mu \). Then (47) is given by

\[ \mathbb{E}_W \left( \frac{1}{\det[zI_n + W]} \right) = z^\alpha \sum_{k=0}^{\infty} (-\mu)^k \Psi(k + n + \alpha; \alpha + 1; z), \quad |\arg z| < \pi \quad (48) \]

where \( \Psi(a;c;z) \) is the confluent hypergeometric function of the second kind.

**Proof:** Due to symmetry, we have

\[ \mathbb{E}_\Lambda \left( \prod_{j=1}^{n} \frac{1}{z + \lambda_j} \right) = \frac{1}{n!} \int_{(0,\infty)^n} \frac{f_\Lambda(\lambda_1, \lambda_2, \cdots, \lambda_n)}{\prod_{j=1}^{n}(z + \lambda_j)} d\lambda_1 d\lambda_2 \cdots d\lambda_n. \]

Now it is convenient to apply partial fraction decomposition to yield

\[ \mathbb{E}_\Lambda \left( \prod_{j=1}^{n} \frac{1}{z + \lambda_j} \right) = \frac{1}{n!} \sum_{j=1}^{n} \int_{(0,\infty)^n} \frac{1}{\prod_{i=j}^{n}(\lambda_i - \lambda_j)} d\lambda_1 d\lambda_2 \cdots d\lambda_n. \]

Since each integral in the above summation contributes the same amount, we can simplify it as

\[ \mathbb{E}_\Lambda \left( \prod_{j=1}^{n} \frac{1}{z + \lambda_j} \right) = \frac{1}{(n-1)!} \int_{(0,\infty)^n} \frac{1}{\prod_{j=2}^{n}(\lambda_j - \lambda_1)} d\lambda_1 d\lambda_2 \cdots d\lambda_n. \]

To facilitates further analysis, we use (47) with some rearrangements to write

\[ \mathbb{E}_\Lambda \left( \prod_{j=1}^{n} \frac{1}{z + \lambda_j} \right) = \Omega_1(z) + \Omega_2(z) \quad (49) \]

where

\[ \Omega_1(z) = \frac{(-1)^{n-1}}{\alpha!} \mu^{n-1} e^{-\mu} \int_{0}^{\infty} \frac{\alpha F_1(\alpha + 1, \mu \lambda_1) e^{-\lambda_1}}{z + \lambda_1} d\lambda_1 \quad (50) \]
and

\[ \Omega_2(z) = \frac{K_{n,\alpha}}{(n-1)!} \frac{e^{-\mu}}{\mu^{n-1}} \int_0^\infty \frac{\lambda_1^0 e^{-\lambda_1}}{z + \lambda_1} \left( \sum_{k=2}^{n} \int_{(0,\infty)^{n-1}} \frac{0F_1(\alpha + 1, \mu \lambda_k)}{\prod_{j \neq k}^{n} (\lambda_j - \lambda_k)} \right) \times \prod_{j=2}^{n} \frac{\lambda_j^\alpha e^{-\lambda_j}}{\lambda_j - \lambda_1} \Delta_n^2(\lambda) d\lambda_2 d\lambda_3 \cdots d\lambda_n \) d\lambda_1. \tag{51} \]

Since further simplification of (50) seems an arduous task, we leave it in its current form and focus on (51). Noting that each term inside the summation contributes the same amount due to symmetry in \( \lambda_2, \lambda_3, \cdots, \lambda_n \), we can further simplify (51) to yield

\[ \Omega_2(z) = \frac{(-1)^n K_{n,\alpha}}{(n-2)!} \frac{e^{-\mu}}{\mu^{n-1}} \int_0^\infty \frac{\lambda_1^0 e^{-\lambda_1}}{z + \lambda_1} \int_0^\infty \frac{0F_1(\alpha + 1, \mu \lambda_2 \lambda_2^\alpha e^{-\lambda_2}}{\lambda_2} \left( \int_{(0,\infty)^{n-1}} \frac{1}{\prod_{j=2}^{n} (\lambda_j - \lambda_k)} \right) \right) \times \prod_{j=2}^{n} \frac{\lambda_j^\alpha e^{-\lambda_j}}{\lambda_1 - \lambda_j} \Delta_n^2(\lambda) d\lambda_2 d\lambda_3 \cdots d\lambda_n \) d\lambda_1. \]

We now use the decomposition \( \Delta_n^2(\lambda) = \prod_{j=2}^{n} (\lambda_1 - \lambda_j)^2 \prod_{j=3}^{n} (\lambda_2 - \lambda_j)^2 \Delta_{n-2}(\lambda) \) followed by the variable transformation \( y_j = \lambda_{j-2}, \ j = 3, 4, \cdots, n \), to obtain

\[ \Omega_2(z) = \frac{(-1)^n K_{n,\alpha}}{(n-2)!} \frac{e^{-\mu}}{\mu^{n-1}} \int_0^\infty \frac{\lambda_1^0 e^{-\lambda_1}}{z + \lambda_1} \left( \int_0^\infty \frac{0F_1(\alpha + 1, \mu \lambda_2 \lambda_2^\alpha e^{-\lambda_2}}{\lambda_2} U_{n-2}(\lambda_1, \lambda_2, \alpha) \right) d\lambda_1 \]

where

\[ U_n(r_1, r_2, \alpha) := \int_{(0,\infty)^n} \prod_{j=1}^{n-2} (r_1 - y_j) y_j^\alpha e^{-y_j} \Delta_n^2(y) dy_1 dy_2 \cdots dy_n. \tag{52} \]

The above integral can be solved using \[24\] Eqs. 22.4.2, 22.4.11] and the Appendix with the choice of \( P_k(x) = (-1)^k k! L_k^{(\alpha)}(x) \) to yield

\[ U_n(r_1, r_2, \alpha) = (-1)^n n!(n+1)! \prod_{j=0}^{n-1} (j+1)! \left( j + \alpha \right)! \frac{\operatorname{det} \left[ L_{n+i-1}^{(\alpha)}(r_j) \right]}{(r_2 - r_1)} \]. \tag{53} \]

This in turn gives

\[ \Omega_2(z) = \frac{(-1)^{n+1}}{\alpha! (n+\alpha-2)!} \frac{(n-1)!}{\mu^{n-1}} \frac{e^{-\mu}}{z + \lambda_1} \left( \int_0^\infty \frac{0F_1(\alpha + 1, \mu \lambda_2)}{(\lambda_2 - \lambda_1)^2} \lambda_2^\alpha e^{-\lambda_2} d\lambda_2 \right) d\lambda_1. \tag{54} \]

Further manipulation of the above integral in its current form is highly undesirable due to the term \( \lambda_2 - \lambda_1 \) in the denominator. To circumvent this difficulty, we employ the following
form of the Christoffel-Darboux formula

\[
\begin{aligned}
\det \left[ L^{(\alpha)}_{n+i-1}(\lambda_j) \right]_{i,j=1,2} = & \frac{L^{(\alpha)}_{n-1}(\lambda_2)L^{(\alpha)}_{n-2}(\lambda_1) - L^{(\alpha)}_{n-1}(\lambda_1)L^{(\alpha)}_{n-2}(\lambda_2)}{\lambda_2 - \lambda_1} \\
= & (-1)^{n+\alpha-2} \frac{n-2}{(n-1)!} \sum_{j=0}^{n-1} \frac{j!}{(j+\alpha)!} L^{(\alpha)}_j(\lambda_1)L^{(\alpha)}_j(\lambda_2)
\end{aligned}
\]

in (54) to obtain

\[
\Omega_2(z) = \frac{(-1)^n e^{-\mu}}{\alpha!} \frac{L^{(\alpha)}_{n-1}(\lambda_2)L^{(\alpha)}_{n-2}(\lambda_1) - L^{(\alpha)}_{n-1}(\lambda_1)L^{(\alpha)}_{n-2}(\lambda_2)}{\lambda_2 - \lambda_1}
\]

\[
\times \int_0^\infty \frac{L^{(\alpha)}_j(\lambda_1)}{z + \lambda_1} \lambda_1^\alpha e^{-\lambda_1} d\lambda_1
\]

\[
= \frac{(-1)^n e^{-\mu}}{\alpha!} \frac{L^{(\alpha)}_{n-1}(\lambda_2)L^{(\alpha)}_{n-2}(\lambda_1) - L^{(\alpha)}_{n-1}(\lambda_1)L^{(\alpha)}_{n-2}(\lambda_2)}{\lambda_2 - \lambda_1}
\]

\[
\times \int_0^\infty \frac{L^{(\alpha)}_j(\lambda_1)}{z + \lambda_1} \lambda_1^\alpha e^{-\lambda_1} d\lambda_1.
\]

The second integral can be solved using Lemma 6 to obtain

\[
\int_0^\infty \frac{L^{(\alpha)}_j(\lambda_1)}{z + \lambda_1} \lambda_1^\alpha e^{-\lambda_1} d\lambda_1 = \frac{\alpha!}{j!}(-\mu)^j e^{\mu}
\]

(55)

which in turn gives

\[
\Omega_2(z) = \frac{(-1)^n e^{-\mu}}{\alpha!} \frac{L^{(\alpha)}_{n-1}(\lambda_2)L^{(\alpha)}_{n-2}(\lambda_1) - L^{(\alpha)}_{n-1}(\lambda_1)L^{(\alpha)}_{n-2}(\lambda_2)}{\lambda_2 - \lambda_1}
\]

\[
\times \int_0^\infty \frac{L^{(\alpha)}_j(\lambda_1)}{z + \lambda_1} \lambda_1^\alpha e^{-\lambda_1} d\lambda_1.
\]

In order to further simplify the above integral, we rearrange the summation with respect to index \( j \) giving

\[
\Omega_2(z) = \frac{(-1)^n e^{-\mu}}{\alpha!} \frac{L^{(\alpha)}_{n-1}(\lambda_2)L^{(\alpha)}_{n-2}(\lambda_1) - L^{(\alpha)}_{n-1}(\lambda_1)L^{(\alpha)}_{n-2}(\lambda_2)}{\lambda_2 - \lambda_1}
\]

\[
\times \sum_{j=0}^{\infty} \left( \frac{(-\mu)^j \alpha!}{(j+\alpha)!} \int_0^\infty \frac{L^{(\alpha)}_j(\lambda_1)}{z + \lambda_1} \lambda_1^\alpha e^{-\lambda_1} d\lambda_1 \right).
\]

(56)

Let us now focus on the first infinite summation. As such, using (55) with some algebraic manipulation we get

\[
\sum_{j=0}^{\infty} \left( \frac{(-\mu)^j \alpha!}{(j+\alpha)!} \int_0^\infty \frac{L^{(\alpha)}_j(\lambda_1)}{z + \lambda_1} \lambda_1^\alpha e^{-\lambda_1} d\lambda_1 \right) = \frac{1}{\alpha!} \int_0^\infty \frac{L^{(\alpha)}_j(\lambda_1)}{z + \lambda_1} \lambda_1^\alpha e^{-\lambda_1} d\lambda_1.
\]

Therefore, (56) simplifies to

\[
\Omega_2(z) = \frac{(-1)^n e^{-\mu}}{\alpha!} \frac{L^{(\alpha)}_{n-1}(\lambda_2)L^{(\alpha)}_{n-2}(\lambda_1) - L^{(\alpha)}_{n-1}(\lambda_1)L^{(\alpha)}_{n-2}(\lambda_2)}{\lambda_2 - \lambda_1}
\]

\[
\times \sum_{j=0}^{\infty} \left( \frac{(-\mu)^j \alpha!}{(j+\alpha)!} \int_0^\infty \frac{L^{(\alpha)}_j(\lambda_1)}{z + \lambda_1} \lambda_1^\alpha e^{-\lambda_1} d\lambda_1 \right).
\]

(57)
from which, in view of \( \text{(50)} \), we obtain

\[
\Omega_2(z) = -\Omega_1(z) + (-1)^{n+1} \frac{1}{\mu^{n-1}} \sum_{j=n-1}^{\infty} \frac{(-\mu)^j}{(j+\alpha)!} \int_0^\infty \frac{L_j^{(\alpha)}(\lambda_1)}{z + \lambda_1} \lambda_1^j e^{-\lambda_1} d\lambda_1.
\]

Finally, we shift the initial value of the summation index to zero and use \( \text{[20, Eq. 6.15.2.16]} \) with \( \text{[19]} \) to yield \( \text{[18]} \) which concludes the proof.
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**Appendix**

Following \( \text{[34, Eqs. 22.4.2, 22.4.11]} \), we begin with the integral

\[
\int_{[0,\infty)^n} \prod_{j=1}^n e^{-y_j} \prod_{i=1}^{\alpha+1} (r_i - y_j) \Delta_n^2(y) dy_1 dy_2 \cdots dy_n = \prod_{i=0}^{n-1} (i+1)! \frac{\det [P_{n+i-1}(r_j)]_{i,j=1,2,\ldots,\alpha+1}}{\Delta_{\alpha+1}(\mathbf{r})},
\]

where \( P_k(x) \)'s are monic polynomials orthogonal with respect to \( e^{-x} \), over \( 0 \leq x < \infty \). As such, we choose \( P_k(x) = (-1)^k k! L_k^{(0)}(x) \), which upon substituting into the above equation gives

\[
\int_{[0,\infty)^n} \prod_{j=1}^n e^{-y_j} \prod_{i=1}^{\alpha+1} (r_i - y_j) \Delta_n^2(y) dy_1 dy_2 \cdots dy_n = (-1)^{(n-1)(\alpha+1)} \prod_{i=0}^{n-1} (i+1)! \prod_{i=1}^{\alpha+1} (-1)^i (n+i-1)! \frac{\det [L_{n+i-1}^{(0)}(r_j)]_{i,j=1,2,\ldots,\alpha+1}}{\Delta_{\alpha+1}(\mathbf{r})}.
\]

In general, the \( r_i \)'s in the above formula are distinct parameters. However, for our purpose, we have to choose them in such a manner that the left side of \( \text{(58)} \) becomes \( Q_n(a,b,\alpha) \). To this end, we select \( r_i \)'s such that

\[
\begin{aligned}
r_i &= \begin{cases} 
a & \text{if } i = 1 \\
b & \text{if } i = 2, 3, \ldots, \alpha + 1.
\end{cases}
\end{aligned}
\]

This direct substitution in turn gives a \( \frac{0}{0} \) indeterminate form for the right side of \( \text{(58)} \). To circumvent this problem, instead of direct substitution, we evaluate the following limit

\[
Q_n(a,b,\alpha) = (-1)^{(n-1)(\alpha+1)} \prod_{i=0}^{n-1} (i+1)! \prod_{i=1}^{\alpha+1} (-1)^i (n+i-1)! \times \lim_{r_2,r_3,\ldots,r_{\alpha+1} \to \infty} \frac{\det [L_{n+i-1}^{(0)}(a) L_{n+i-1}^{(0)}(r_j)]_{i=1,2,\ldots,\alpha+1}}{\det [\alpha^{i-1} r_j^{i-1}]_{i=1,2,\ldots,\alpha+1}}.
\]


The limit on the right can be evaluated based on an approach given in [31] to yield

\[
\lim_{r_2,r_3,\ldots,r_{\alpha+1} \to b} \frac{\det \left[ L^{(0)}_{n+i-1}(a) L^{(0)}_{n+i-1}(r_j) \right]_{i=1,2,\ldots,\alpha+1 \atop j=2,3,\ldots,\alpha+1}}{\det [a^{i-1} r_j^{i-1}]_{i=1,2,\ldots,\alpha+1 \atop j=2,3,\ldots,\alpha+1}} \det \left[ \frac{d^{j-2}}{db^{j-2}} L^{(0)}_{n+i-1}(b) \right]_{i=1,2,\ldots,\alpha+1 \atop j=2,3,\ldots,\alpha+1} \det \left[ \frac{d^{j-2}}{db^{j-2}} b^{j-1} \right]_{i=1,2,\ldots,\alpha+1 \atop j=2,3,\ldots,\alpha+1} \right].
\] (61)

The denominator of (61) gives

\[
\det \left[ a^{i-1} \frac{d^{j-2}}{db^{j-2}} b^{j-1} \right]_{i=1,2,\ldots,\alpha+1 \atop j=2,3,\ldots,\alpha+1} = \prod_{i=1}^{\alpha-1} i! (b - a)^\alpha.
\] (62)

The numerator can be simplified using (9) to yield

\[
\det \left[ L^{(0)}_{n+i-1}(a) \frac{d^{j-2}}{db^{j-2}} L^{(0)}_{n+i-1}(b) \right]_{i=1,2,\ldots,\alpha+1 \atop j=2,3,\ldots,\alpha+1} = (-1)^{\frac{1}{2}\alpha(\alpha-1)} \det \left[ L^{(0)}_{n+i-1}(a) L^{(j-2)}_{n+i+1-j}(b) \right]_{i=1,2,\ldots,\alpha+1 \atop j=2,3,\ldots,\alpha+1}.
\] (63)

Substituting (62) and (63) into (61) and then the result into (60) gives (18).
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